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#### Abstract

Minkowski metric vector semispaces can be chosen as the natural mathematical framework, where quantum similarity measures are described and evaluated. The obtained results in this study show that the Minkowski metric option is easily feasible, providing a new set of computationally simpler expressions, computationally faster when compared with Euclidian based quantum similarity measures.
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## 1 Introduction

Quantum molecular similarity measures have been applied in many chemical fields [1,2], since its first appearance in the literature [3] they have been mainly employed in a computational structure provided with a metric based on Euclidian norms and scalar products. The development of the quantum similarity theoretical background on the other hand, has brought essentially to the definition and properties of semispaces [4] within their natural Minkowski metric [5]. These findings had raised the expectative to use such a metric in the quantum similarity field; thus some of the related questions will be tentatively answered in a first instance within the present work.

This paper will be structured by the following scheme: First a short résumé about semispaces and Minkowski metric will be given. Then, the cosine of the subtended

[^0]angle will be studied using the construction of a pseudo-wave function attached to a known density function. The overlap similarity measure between the density functions of two systems will be studied afterwards, arriving to a simple algebraic form, based on the overlap matrix between the basis functions of both systems. Finally, the description of the triple density and Coulomb similarity measures are used as first steps to obtain a general expression for this new kind of weighted Minkowski metric quantum similarity measures.

## 2 Minkowski metric vector semispaces

A vector semispace (VSS) is a subset of any vector space, which is completely defined over the positive real numbers [4], in such a manner that the additive group of the usual vector space can be substituted in a VSS by a semigroup [5], a kind of group where no reciprocal elements are allowed. Metric VSS can be naturally attached to Minkowski norms [6].

A Minkowski norm is defined within a VSS in the following way:
(a) In infinite dimensional functional VSS, Minkowski norms are described by an integral:

$$
\forall f(t) \in V_{\infty}\left(\mathbf{R}^{+}\right) \rightarrow\langle f\rangle=\int_{D} f(t) d t
$$

(b) In finite dimensional column or row VSS, the Minkowski norm is simply evaluated by summing up their elements, for example:

$$
\forall \mathbf{x}=\left\{x_{i}\right\} \in V_{n}\left(\mathbf{R}^{+}\right) \rightarrow\langle\mathbf{x}\rangle=\sum_{i} x_{i}
$$

Metric VSS can be organized in shells [6]. A shell $S(\mu)$ is a set of vectors belonging to a VSS whose Minkowski norms are coincident. Shells are constructed by taking into account the Minkowski norms of their elements as follows:

$$
\forall x \in V\left(\mathbf{R}^{+}\right):\langle x\rangle=\mu \in \mathbf{R}^{+} \rightarrow x \in S(\mu) \subset V\left(\mathbf{R}^{+}\right) .
$$

Among the infinite set of shells in a VSS, the unit shell $S(1)$ is most important, due that it can be considered the VSS subset made of all probability distributions; also, an element of any shell can be transformed into a unit shell one by a simple homothecy. This property has been discussed recently in order to set the relationship and associated properties between first order density functions and shape functions [7].

Scalar products in VSS shall be performed taking into account the square roots of the involved vectors' elements, in order they yield the Minkowski norm, when both vectors appearing into the scalar product are the same. That is, it can be written:

$$
\langle f \mid g\rangle=\int_{D}(f(t) g(t))^{\frac{1}{2}} d t \wedge\langle\mathbf{x} \mid \mathbf{y}\rangle=\sum_{i}\left(x_{i} y_{i}\right)^{\frac{1}{2}}
$$

for the two kinds of possible Minkowski norms in VSS as commented before.
In order to distinguish the Minkowski metric from the Euclidian one, the symbol (a|b) will be used to write an Euclidian scalar product; for instance, if: $\mathbf{a}=\left\{a_{i}\right\} \wedge \mathbf{b}=$ $\left\{b_{i}\right\}$, are two n-tuple arrays, then the Euclidian scalar product symbol is computed as: $(\mathbf{a} \mid \mathbf{b})=\sum_{i} a_{i} b_{i}$.

## 3 Cosine of the subtended angle between two vectors in a Minkowski metric VSS

The cosine of the subtended angle between two vectors in a Minkowski metric VSS can, thus, be computed as in the usual vector algebra:

$$
\cos (\alpha)=(\langle\mathbf{x}\rangle\langle\mathbf{y}\rangle)^{-\frac{1}{2}}\langle\mathbf{x} \mid \mathbf{y}\rangle \wedge \mathbf{x}=\mathbf{y} \rightarrow \cos (\alpha)=1
$$

because employing the previous Minkowski metric definitions: $\langle\mathbf{x} \mid \mathbf{x}\rangle=\langle\mathbf{x}\rangle$. Suppose now that the following generating rules [4] are set for two vectors in a known Minkowski metric VSS:

$$
R(\mathbf{a} \rightarrow \mathbf{x}) \wedge R(\mathbf{b} \rightarrow \mathbf{y})
$$

meaning that:

$$
\mathbf{x}=\mathbf{a}^{*} * \mathbf{a} \rightarrow \forall x_{i}=\left|a_{i}\right|^{2} \wedge \mathbf{y}=\mathbf{b}^{*} * \mathbf{b} \rightarrow \forall y_{i}=\left|b_{i}\right|^{2},
$$

where an inward matrix product [8,9] is employed. This construction, if both generated VSS vectors are elements of the unit shell, implies that the generating vectors are normalized in the Euclidean norm sense, and vice versa: whenever the generating vectors are normalized in the Euclidian sense, the generated vectors belong to the unit shell. The interesting fact in this circumstance is that, then, the cosine of the VSS vectors and the one of their generators is the same, that is:

$$
\cos (\alpha)=\langle\mathbf{x} \mid \mathbf{y}\rangle=\sum_{i}\left(x_{i} y_{i}\right)^{\frac{1}{2}}=\sum_{i} a_{i} b_{i}=(\mathbf{a} \mid \mathbf{b}),
$$

moreover, the cosine is coincident with the Minkowski product of the generated vectors and the Euclidian product of the generating vectors.

## 4 Overlap quantum similarity measures

The equivalence between unit shell Minkowski metric and generating Euclidian scalar products has the most important consequence in evaluating the, so-called, overlap similarity measures (OSM) [10] and, thus, by extension the so-called Carbó index [11] is obtained, involving infinite dimensional VSS made of quantum mechanical density functions as elements.

Indeed, suppose two density functions, scaled by the respective number of electrons, that is, the so-called shape functions attached to a pair of molecular structures: $\left\{\rho_{A}, \rho_{B}\right\}$, the OSM according to a Minkowski metric can be written:

$$
\left\langle\rho_{A} \mid \rho_{B}\right\rangle=\int_{D}\left(\rho_{A} \rho_{B}\right)^{\frac{1}{2}} d V
$$

On the other hand, it has been described that to any density function, $\rho$, a pseudo-wave function, $\psi$, which generates it in the previous sense:

$$
R(\psi \rightarrow \rho) \equiv \rho(\mathbf{r})=\psi^{*}(\mathbf{r}) * \psi(\mathbf{r})
$$

can be easily described $[6,12]$ under some specific circumstances. To gain insight into this generating process, suppose that for the molecule $A$, a MO description for the density function is known and that a pseudo-wave function is constructed as:

$$
\begin{equation*}
\rho_{A}=\sum_{i} \omega_{i}^{A}\left|\phi_{i}^{A}\right|^{2} \wedge \psi_{A}=\sum_{i}\left(\omega_{i}^{A}\right)^{\frac{1}{2}} \phi_{i}^{A} \rightarrow \rho_{A}=\psi_{A}^{*} * \psi_{A} \tag{1}
\end{equation*}
$$

also the same holds for molecule $B$. The signs of the square roots of the scaled MO occupation numbers $\left\{\omega_{i}^{A}=N_{A}^{-1} v_{i}^{A}\right\}$ are taken to be positive, in order to obviate the undetermined signature of the pseudo-wave function [6-12], which acts as an undetermined phase factor. It must be now commented that this set up is a generalized one in MO theory, as both the density expression and the attached pseudo-wave function, conveniently written in a similar manner as in Eq. 1, can be taken as feasible formal expressions valid up to any density function order [13]. This possibility will be deeply studied elsewhere.

If the densities in systems $A$ and $B$ are normalized in the Minkowski sense, then due to the property already studied, the cosine of the subtended angle between both functions is written:

$$
\begin{equation*}
\left\langle\rho_{A} \mid \rho_{B}\right\rangle=\left(\psi_{A} \mid \psi_{B}\right)=\sum_{i} \sum_{j}\left(\omega_{i}^{A} \omega_{j}^{B}\right)^{\frac{1}{2}} \int_{D}\left(\phi_{i}^{A}\right)^{*} \phi_{j}^{B} d V \tag{2}
\end{equation*}
$$

but, as in molecule $A$, for instance, the MO set $\left\{\phi_{i}^{A}\right\}$ within the LCAO theory can be expressed as a superposition of atomic centered functions $\left\{\chi_{\mu}^{A}\right\}$, then:

$$
\phi_{i}^{A}=\sum_{\mu} c_{\mu i}^{A} \chi_{\mu}^{A}
$$

and the same holds for molecule $B$. Therefore, one can write the overlap between two MO belonging to systems $A$ and $B$ as:

$$
\int_{D}\left(\phi_{i}^{A}\right)^{*} \phi_{j}^{B} d V=\sum_{\mu} \sum_{\nu}\left(c_{\mu i}^{A}\right)^{*} c_{\nu j}^{B} \int_{D}\left(\chi_{\mu}^{A}\right)^{*} \chi_{\nu}^{B} d V=\mathbf{c}_{A ; i}^{+} \mathbf{S}_{A B} \mathbf{c}_{B ; j},
$$

with the overlap matrix between basis functions of systems $A$ and $B$ defined by:

$$
\mathbf{S}_{A B}=\left\{S_{A B ; \mu \nu}=\int_{D}\left(\chi_{\mu}^{A}\right)^{*} \chi_{\nu}^{B} d V=\left(\chi_{\mu}^{A} \mid \chi_{\nu}^{B}\right)\right\}
$$

and the MO coordinate coefficients are collected into the column vector: $\mathbf{c}_{A ; i}=\left\{c_{\mu i}^{A}\right\}$ with a similar form for molecule $B$.

Consequently, the OSM conforming to a VSS Minkowski metric can be written as:

$$
\left\langle\rho_{A} \mid \rho_{B}\right\rangle=\sum_{i} \sum_{j}\left(\omega_{i}^{A} \omega_{j}^{B}\right)^{\frac{1}{2}} \mathbf{c}_{A ; i}^{+} \mathbf{S}_{A B} \mathbf{c}_{B ; j} .
$$

In order to evaluate the OSM above described in an efficient computational manner, one can define the auxiliary column vectors, which are nothing else than the MO coordinates scaled by the square root of the occupation numbers:

$$
\mathbf{d}_{A ; i}=\left(\omega_{i}^{A}\right)^{\frac{1}{2}} \mathbf{c}_{A ; i},
$$

and the same for molecule $B$. With the aid of the scaled MO coordinate vectors, the following matrix:

$$
\mathbf{T}_{A B}=\left\{T_{A B ; i j}=\mathbf{d}_{A ; i}^{+} \mathbf{S}_{A B} \mathbf{d}_{B ; j}\right\}
$$

can be easily constructed. Finally, the Minkowski OSM is expressible as a complete sum [13] of the elements of matrix $\mathbf{T}_{A B}$ :

$$
\begin{equation*}
\left\langle\rho_{A} \mid \rho_{B}\right\rangle=\left\langle\mathbf{T}_{A B}\right\rangle=\sum_{i} \sum_{j} T_{A B ; i j} . \tag{3}
\end{equation*}
$$

The OSM obtained in this way still will depend on the relative positions of both molecules, as the associated Euclidean expression is, see for example [2], but the Minkowski MO algorithm is connected to integrals with a pair of orbital basis functions only, instead of a four-function dependence as encountered in the usual Euclidean representation [10]. A similar result has been described when comparing matrix representations of density functions acting as operators [14].

A comment about the form of the self-similarity measure, when computed in this way may be interesting. Taking Eq. 2, the selfsimilarity measure for system $A$ will become the number of electrons:

$$
\begin{aligned}
\left\langle\rho_{A} \mid \rho_{A}\right\rangle & =\left(\psi_{A} \mid \psi_{A}\right)=\sum_{i} \sum_{j}\left(\omega_{i}^{A} \omega_{j}^{A}\right)^{\frac{1}{2}} \int_{D}\left(\phi_{i}^{A}\right)^{*} \phi_{j}^{A} d V \\
& =\sum_{i} \sum_{j}\left(\omega_{i}^{A} \omega_{j}^{A}\right)^{\frac{1}{2}} \delta_{i j}=\sum_{i} \omega_{i}^{A}=N_{A}
\end{aligned}
$$

For other kind of weighting operators than the unity, the intermolecular overlap matrix shall be substituted by the corresponding matrix representation. Some examples will be discussed next and a generalization proposal given at the end.

## 5 Triple density similarity measures

As a first example of the extension of Minkowski metric to similarity measures with weighting operators, the operator associated to a third molecular structure $C$ will be considered, forming in this way the so-called triple density similarity measures [15]. The integral to be computed can be written within the weighted Minkowski metric structure as:

$$
\left\langle\rho_{A}\right| \rho_{C}\left|\rho_{B}\right\rangle=\int_{D_{1}} \int_{D_{2}}\left(\rho_{A}\left(\mathbf{r}_{1}\right)\right)^{\frac{1}{2}} \rho_{C}\left(\mathbf{r}_{1} ; \mathbf{r}_{2}\right)\left(\rho_{B}\left(\mathbf{r}_{2}\right)\right)^{\frac{1}{2}} d \mathbf{r}_{1} d \mathbf{r}_{2}
$$

so, applying the same pseudo-wave function decomposition as in the OSM case, it can be written:

$$
\begin{aligned}
\left\langle\rho_{A}\right| \rho_{C}\left|\rho_{B}\right\rangle= & \left(\psi_{A}\left|\rho_{C}\right| \psi_{B}\right) \\
= & \sum_{i} \sum_{j} \sum_{k}\left[\left(\omega_{i}^{A} \omega_{j}^{B}\right)^{\frac{1}{2}} \omega_{k}^{C}\right]\left[\int_{D_{1}}\left(\phi_{i}^{A}\right)^{*} \phi_{k}^{C} d V_{1}\right] \\
& \times\left[\int_{D_{2}}\left(\phi_{k}^{C}\right)^{*} \phi_{j}^{B} d V_{2}\right]
\end{aligned}
$$

which, upon defining, in the same way as in the OSM case, the matrices $\left\{\mathbf{T}_{A C} ; \mathbf{T}_{C B}\right\}$, the Minkowski triple density measure can be finally written with the complete sum of the product of the involved matrices:

$$
\left\langle\rho_{A}\right| \rho_{C}\left|\rho_{B}\right\rangle=\left\langle\mathbf{T}_{A C} \mathbf{T}_{C B}\right\rangle=\sum_{i} \sum_{j} \sum_{k} T_{A C ; i k} T_{C B ; k j} .
$$

This result is computationally interesting, because there is not involved the superposition optimization of the three systems simultaneously, as it should be in the Euclidian norm case, but one can just separately optimize the involved systems two by two using an overlap expression of type (3); once every pair of molecules is optimally superposed, then the optimal triple similarity measures can be immediately evaluated.

Here, the selfsimilarity implying that all the involved densities are the same provides the sum of the scaled occupation numbers squared:

$$
\begin{aligned}
\left\langle\rho_{A}\right| \rho_{A}\left|\rho_{A}\right\rangle & =\left(\psi_{A}\left|\rho_{A}\right| \psi_{A}\right) \\
& =\sum_{i} \sum_{j} \sum_{k}\left[\left(\omega_{i}^{A} \omega_{j}^{A}\right)^{\frac{1}{2}} \omega_{k}^{A}\right] \delta_{i k} \delta_{k j}=\sum_{k}\left(\omega_{k}^{A}\right)^{2}
\end{aligned}
$$

## 6 Coulomb operator weighted similarity measures

The triple density similarity measure studied above indicates how Coulomb operators can act as weights in Minkowski metric OSM. That is, when computing the Coulomb weighted similarity measure, as:

$$
\begin{aligned}
\left\langle\rho_{A}\right| r_{12}^{-1}\left|\rho_{B}\right\rangle & =\int_{D_{1}} \int_{D_{2}}\left(\rho_{A}\left(\mathbf{r}_{1}\right) r_{12}^{-2} \rho_{B}\left(\mathbf{r}_{2}\right)\right)^{\frac{1}{2}} d \mathbf{r}_{1} d \mathbf{r}_{2} \\
& =\left(\psi_{A}\left|r_{12}^{-1}\right| \psi_{B}\right)=\int_{D_{1}} \int_{D_{2}} \psi_{A}^{*}\left(\mathbf{r}_{1}\right) r_{12}^{-1} \psi_{B}\left(\mathbf{r}_{2}\right) d \mathbf{r}_{1} d \mathbf{r}_{2}
\end{aligned}
$$

then, the integral: $\left(\psi_{A}\left|r_{12}^{-1}\right| \psi_{B}\right)$ appears to be a Coulomb repulsion integral involving two one-electron functions, which obviously can be associated to an overlap integral with the Coulomb operator acting as a weight. Within the LCAO theory there will be necessary to compute Coulomb integrals involving two basis functions only, obtaining a new Minkowski metric weighted overlap matrix with the definition:

$$
\begin{equation*}
\mathbf{R}_{A B}=\left\{R_{A B ; \mu \nu}=\int_{D_{1}} \int_{D_{2}}\left(\chi_{\mu}^{A}\left(\mathbf{r}_{1}\right)\right)^{*} r_{12}^{-1} \chi_{\nu}^{B}\left(\mathbf{r}_{2}\right) d \mathbf{r}_{1} d \mathbf{r}_{2}=\left(\chi_{\mu}^{A}\left|r_{12}^{-1}\right| \chi_{\nu}^{B}\right)\right\} \tag{4}
\end{equation*}
$$

Thus, employing the additional matrix:

$$
\mathbf{Q}_{A B}=\left\{Q_{A B ; i j}=\mathbf{d}_{A ; i}^{+} \mathbf{R}_{A B} \mathbf{d}_{B ; j}\right\}
$$

one arrives to obtain the Coulomb operator weighted Minkowski OSM as the complete sum:

$$
\left\langle\rho_{A}\right| r_{12}^{-1}\left|\rho_{B}\right\rangle=\left\langle\mathbf{Q}_{A B}\right\rangle=\sum_{i} \sum_{j} Q_{A B ; i j}
$$

The necessary basic two-center two-function Coulomb integrals: $\left\{\left(\chi_{\mu}^{A}\left|r_{12}^{-1}\right| \chi_{\nu}^{B}\right)\right\}$, can be taken as simplified forms of the general four-center four-function repulsion integrals. This can be easily seen, when inspecting old GTO integral expressions, like the ones provided by Saunders [16], for example. Interesting enough, the matrix (4), when associated to one molecular system only, has to behave as a Coulomb weighted metric positive definite matrix.

## 7 General operator weighted Minkowski metric OSM

The previous results on triple density and Coulomb weighted Minkowski OSM, preclude and made easy to write a general OMS weighted operator formalism within a Minkowski metric VSS. It is only necessary to consider a positive definite operator, which can be written in a module like form:

$$
\Omega\left(\mathbf{r}_{1} ; \mathbf{r}_{2}\right)=\left|\Theta\left(\mathbf{r}_{1} ; \mathbf{r}_{2}\right)\right|,
$$

then the weighted OSM can be immediately evaluated as:

$$
\begin{aligned}
\left\langle\rho_{A}\right| \Omega\left|\rho_{B}\right\rangle & =\int_{D_{1}} \int_{D_{2}}\left(\rho_{A}\left(\mathbf{r}_{1}\right)\left|\Theta\left(\mathbf{r}_{1} ; \mathbf{r}_{2}\right)\right|^{2} \rho_{B}\left(\mathbf{r}_{2}\right)\right)^{\frac{1}{2}} d \mathbf{r}_{1} d \mathbf{r}_{2} \\
& =\left(\psi_{A}|\Omega| \psi_{B}\right)=\int_{D_{1}} \int_{D_{2}} \psi_{A}^{*}\left(\mathbf{r}_{1}\right) \Omega\left(\mathbf{r}_{1} ; \mathbf{r}_{2}\right) \psi_{B}\left(\mathbf{r}_{2}\right) d \mathbf{r}_{1} d \mathbf{r}_{2}
\end{aligned}
$$

so, as in the previous cases, a matrix representation over the basis functions shall be considered to be computed. Therefore employing the following matrix expression:

$$
\begin{equation*}
\mathbf{Z}_{A B}=\left\{Z_{A B ; \mu \nu}=\int_{D_{1}} \int_{D_{2}}\left(\chi_{\mu}^{A}\left(\mathbf{r}_{1}\right)\right)^{*} \Omega\left(\mathbf{r}_{1} ; \mathbf{r}_{2}\right) \chi_{\nu}^{B}\left(\mathbf{r}_{2}\right) d \mathbf{r}_{1} d \mathbf{r}_{2}=\left(\chi_{\mu}^{A}|\Omega| \chi_{\nu}^{B}\right)\right\} \tag{5}
\end{equation*}
$$

a new matrix can be constructed by using the scaled MO coordinate vectors:

$$
\mathbf{A}_{A B}=\left\{A_{A B ; i j}=\mathbf{d}_{A ; i}^{+} \mathbf{Z}_{A B} \mathbf{d}_{B ; j}\right\},
$$

in this way, the weighted Minkowski OSM can be written as the total sum:

$$
\left\langle\rho_{A}\right| \Omega\left|\rho_{B}\right\rangle=\left\langle\mathbf{A}_{A B}\right\rangle=\sum_{i} \sum_{j} A_{A B ; i j} .
$$

The weighted Minkowski metric OSM in this easy manner present a generalized structure associated to positive definite operators. In the same manner as has been commented when the Coulomb operator was studied, the matrix (5) will behave as a positive definite metric matrix.

## 8 Conclusions

The basic procedure described here constitutes a correct and generalized process to compute quantum similarity measures within the LCAO MO theory, conforming to a VSS Minkowski metric. The deducible algorithms in the present theory appear to be, in general, computationally faster than the usual ones, appeared so far in the literature, based on Euclidian metric.
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